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Cybernetic vision systems can be deployed in problem domains where the goal is to achieve results similar to those produced by humans. Fundamentally, these problems consist of evaluation of image content between sets of images. This paper contrasts two theoretical frameworks for image comparison, namely, the semantic similarity approach used in the Earth Mover’s Distance (EMD) and the Integrated Region Matching (IRM) similarity measure, with the tolerance nearness measure ($t_{NM}$) based on near set theory. The contribution of this article is a comparison of the image similarity measures EMD, IRM, and $t_{NM}$, as well as a signature-based approach to calculating the tolerance nearness measure.
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INTRODUCTION

The problem considered in this article is one of synthesizing human perception of nearness for use in cybernetic vision systems. Many areas of research into theoretical and practical applications of the human concepts of similarity, proximity, and nearness, have, at their heart (either intentionally or otherwise), a framework for evaluating the similarity of objects, a task that we perform effortlessly and without thought on a daily basis. Examples include cybernetic computer vision systems, image segmentation systems, image object recognition systems, and content-based image retrieval systems. The focus of this article is on finding similarities between digital images, an approach that can be used in the design of vision systems. Specifically, the near set approach to measuring the resemblance between images extracted from video sequences reported in (Henry and Peters
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is compared to the popular Earth Mover’s Distance (EMD) (Rubner et al. 2000) and the Integrated Region Matching (IRM) similarity measuring (Li et al. 2000; Wang et al. 2001), which are traditionally not associated with vision systems. However, all these methods were created in an effort to find practical applications that encode our ability to assess similarity.

(Wang et al. 2001) captures the essence of the problem when they state that it is straightforward to measure the distance between two points, yet, it is difficult to quantify the distance between sets of points, especially when these sets of points are, in some fashion, tied to our perception of the content captured by the image. In other words, the desired output of any vision system is fundamentally tied to our innate ability to rapidly evaluate and quantify the similarity of objects in our environment. The comparison of methods presented in this paper represents an advance between approaches that measure the semantic similarity between sets of points, as is the case with the Earth Mover’s Distance (EMD) (Rubner et al. 2000) and the Integrated Region Matching (IRM) similarity measuring (Li et al. 2000; Wang et al. 2001), and those based on recently introduced near set theory (Peters 2007a,b; Peters and Wasilewski 2009; Ramanna et al. 2011), such as the tolerance nearness measure ($tNM$) (Henry and Peters 2011; Henry 2010b) that assess the perceptual nearness of objects. These three approaches were inspired by ideas ranging from the desire to reduce the amount of work involved in moving piles of dirt to a collection of holes; a desire to quantify the semantic “closeness” of two images; and observations about the tolerance introduced by our senses and an intuitive approach to assessing nearness of objects. This article is organized as follows: we first start with a discussion of related works, followed by an introduction to tolerance near sets. This discussion is followed by an in-depth look at signature-based methods and our tolerance nearness measure. The last part of the paper is devoted to implementation details and an analysis of the results.

RELATED WORKS

The near set approach reported here is based on tolerance spaces and is related to both physical and visual spaces, which are the domain of visual systems. As defined by (Wagner 2006), a physical space is the space revealed by instrumentation and is independent of the observer, while
a visual space is a non-objective interpretation by the observer of the physical space based on the perception of external stimuli. For instance, it is impossible to determine the accuracy of a person’s judgement of the properties of a physical room, whereas these values can be obtained exactly through measurement. In the former case, for example, it could be that some shadows caused the observer to misjudge the actual shape of the room. Wagner’s definition of a visual space describes the environment of a visual system, which is an artificial approach to mimicking the human visual system. Generally, these systems consist of a sensing device (such as a camera) that generates an image, or stream of images, as well as a processing unit that interprets the images and makes decisions. As a result, a visual system operates in a visual space since the judgements are based only on the output of the sensors.

Notice the underlying theme in the above discussion, \textit{i.e.} the problem domains in which visual systems operate are based on an assessment of similarity, proximity, or nearness of perceived objects, where these systems are designed to mimic human decision processes based on quantified feature values obtained from sensors. Naturally, these systems require a theoretical framework for making decisions. It is these frameworks, and their application, that are the focus of work in many different fields. For example, the near set approach used here, introduced by Peters (Peters 2007a,b; Peters and Wasilewski 2009) (see also (Wolski 2010, 2011; Abd El-Monsef et al. 2010)) establishes a formal basis for identifying, comparing, and measuring resemblances of objects based on their descriptions, \textit{i.e.} based on the features that describe the objects. Other examples include the work by Horst Herrlich (Herrlich 1974), that aims to create a unifying concept of nearness that encompasses many other categories based on the simple idea of the nearness of collections of sets. Namely, his work covers topological $\mathbb{R}_0$-spaces, continuous maps, uniform spaces and uniformly continuous maps, proximity spaces (see also (Naimpally 2009; Naimpally and Warrack 1970)) and $\delta$-maps, and contiguity maps.

Also inherent to this discussion is the idea of perception. The term \textit{perception}\footnote{See, (Martin and Gordon 2001) for an interesting discussion on the evolution of perception} appears in the literature in many different places with respect to images and visual systems. For instance, the term is often used for demonstrating that the performance of methods are similar to results obtained
by human subjects (as in (Montag and Fairchild 1997)), or it is used when the system is trained from data generated by human subjects (as in (El-Naqa et al. 2004)). Thus, in these examples, a system is considered perceptual if it mimics human behaviour. Another illustration of the use of perception is in the area of semantics with respect to queries (Rahman et al. 2007; Martinez et al. 2005). For instance, (Martinez et al. 2005) focuses on queries for 3-D environments, \textit{i.e.}, performing searches of an online virtual environment. Here, the question of perception is one of semantics and conceptualization with regard to language and queries. For example, users might want to search for a tall tree they remembered seeing on one of their visits to a virtual city.

Other interpretations of \textit{perception} are tightly coupled to psychophysics, \textit{i.e.} perception based on the relationship between stimuli and sensation (Bruce et al. 1996). For instance, the idea of tolerance first surfaced in Poincaré’s work in 1905 (Poincaré 1905; Henry 2010b) in which he reflects on psychophysics experiments performed by Ernst Weber in 1834, and Gustav Fechner’s insight in 1850 (Sossinsky 1986; Benjamin 2007; Hergenhahn 2009; Fechner 1966). More recently, (Papathomas et al. 1997) introduces a texture perception model. The texture perception model uses the antagonistic view of the human visual system in which our brain processes differences in signals received from rods and cones rather than sense signals, directly. An image-feature model of perception has been suggested by Mojsilovic \textit{et al.} (Mojsilovic \textit{et al.} 2002), where it is suggested that humans view or recall an image by its dominant colours only, and areas containing small, non-dominant colours are averaged by the human visual system. Other examples of the term perception defined in the context of psychophysics have also been given (Balakrishnan et al. 2005; Qamra et al. 2005; Wang et al. 2004b; Dempere-Marco et al. 2002; Kuo and Johnson 2002; Wandell et al. 2002; Wilson et al. 1997).

Perception as explained by psychologists (Hoogs \textit{et al.} 2003; Bourbakis 2002) is similar to the understanding of perception in psychophysics. In a psychologist’s view of perception, the focus is more on the mental processes involved, rather than interpreting external stimuli. For example, (Bourbakis 2002) presents an algorithm for detecting the differences between two images based on the representation of the image in the human mind (\textit{e.g.}, colours, shapes, and sizes of regions and objects) rather than on interpreting the stimuli produced when looking at an image. In
other words, the stimuli from two images have been perceived and the mind must now determine the degree of similarity.

As was mentioned in the introduction, a vision system is one that mimics the power and capability of the human sense of sight (*i.e.* the ability to detect light) combined with some type of cognition, perception, or interpretation of the stimulus. We propose that the approach to measuring the similarities of images presented in this article could be useful in the design of a visual system. While a complete survey of vision systems is outside the scope of this article, the following examples are presented to give an idea as to the various types of vision systems. (Bakhtari and Benhabib 2007) present a vision system with the goal to position multiple cameras to identify and track multiple objects of interest in dynamic multiobject environments. (Hussmann and Liepert 2009) use 3-D time of flight (rather than stereo vision) to control a robot in a simulation of loading a container ship. The visual system generates range data to the objects that need to be loaded onto a ship, and performs segmentation of an image generated from range data to identify the centre of gravity and the rotation angle (information necessary to grab the simulated containers). Finally, another example of a vision system is the CogV system presented in (Zhang and Tay 2009, 2011) which mimics saccade and vergence movements in a binocular camera system to identify objects of interest in the field of view.

**TOLERANCE NEAR SETS**

Nearness is an intuitive concept useful in comparing the descriptions of objects encountered in our daily lives. At a young age, we become adept at detecting similarities of objects in our environment and quickly assessing degrees of similarity. In fact, our day-to-day conversations are full of adverbs (e.g., closely, nearly), adjectives (e.g., alike, almost, similar) and nouns (e.g., affinities) used in expressing the nearness of “things” with common characteristics.

Near sets are disjoint sets that resemble each other. All sets in near set theory consist of perceptual objects, which are anything in the physical world with characteristics observable to the senses such that they can be measured and are knowable to the mind. In the context of near set theory, objects in our visual field are always presented with respect to the selected probe functions.
A probe function is a real-valued function representing a feature of a perceptual object (Peters 2007a). This is in keeping with the approach to pattern recognition suggested by M. Pavel (Pavel 1993) where the features of an object are quantified by probe functions. In other words, probe functions are used to measure characteristics of visual objects and similarities among perceptual objects.

A perceptual system is a set of perceptual objects, together with a set of probe functions, i.e., a perceptual system \( \langle O, F \rangle \) consists of a non-empty set \( O \) of sample perceptual objects and a non-empty set \( F \) of real-valued functions \( \phi \in F \) such that \( \phi : O \rightarrow \mathbb{R} \) (Peters and Wasilewski 2009). The notion of a perceptual system admits a wide variety of different interpretations that result from the selection of sample perceptual objects contained in a particular sample space \( O \). Two examples of perceptual systems are: a set of images together with a set of image processing probe functions, or a set of results from a web query together with some measures (probe functions) indicating, e.g., relevancy or distance (i.e. geographical or conceptual distance) between web sources. The description of a perceptual object within a perceptual system can be defined as follows. Let \( \langle O, F \rangle \) be a perceptual system, and let \( B \subseteq F \) be a set of probe functions. Then, the description of a perceptual object \( x \in O \) is a feature vector given by

\[
\phi_B(x) = (\phi_1(x), \phi_2(x), \ldots, \phi_i(x), \ldots, \phi_l(x)),
\]

where \( l \) is the length of the vector \( \phi_B \), and each \( \phi_i(x) \) in \( \phi_B(x) \) is a probe function value that is part of the description of the object \( x \in O \). Note, the idea of a feature space is implicitly introduced along with the definition of object description. An object description is the same as a feature vector as described in traditional pattern classification (Duda et al. 2001). The description of an object can be considered a point in an \( l \)-dimensional Euclidean space \( \mathbb{R}^l \) called a feature space. Thus, the relationship between objects is discovered in a feature space that is determined by the probe functions in \( B \).

Eq. (1) plays a central role in the perceptual indiscernibility relation and the tolerance relation, which are used in the definition of near\(^2\) and tolerance near sets respectively. The tolerance relation

\(^2\)The results presented here are based on tolerance near sets, and, consequently, a discussion on near set theory is
is defined within the context of a tolerance space. Let $O$ be a set of sample perceptual objects, and let $\xi$ be a binary relation (called a tolerance relation) on $X$ ($\xi \subset X \times X$) that is reflexive (for all $x \in X$, $x \xi x$) and symmetric (for all $x, y \in X$, if $x \xi y$, then $y \xi x$) but transitivity of $\xi$ is not required. Then a tolerance space is defined as $\langle X, \xi \rangle$. Considering the tolerance space definition, a specific tolerance relation (Peters 2009, 2010) (see (Hassanien et al. 2009; Henry 2010a) for applications) is given as follows. Let $\langle O, F \rangle$ be a perceptual system and let $\varepsilon \in \mathbb{R}$. For every $B \subseteq F$, the perceptual tolerance relation $\sim = B, \varepsilon$ is defined by:

$$\sim = B, \varepsilon = \{(x, y) \in O \times O : \| \phi(x) - \phi(y) \|_2 \leq \varepsilon\},$$

where $\| \cdot \|_2$ is the $L^2$ norm. For notational convenience, this relation is written $\sim = B$ instead of $\sim = B, \varepsilon$ with the understanding that $\varepsilon$ is inherent to the definition of the tolerance relation.

The perceptual tolerance relation gives two very different and useful classes due to its lack of transitivity. Let $\langle O, F \rangle$ be a perceptual system and let $x \in O$. For a set $B \subseteq F$ and $\varepsilon \in \mathbb{R}$, a neighbourhood is defined as $N(x) = \{y \in O : x \sim = B, \varepsilon y\}$. In contrast, all the pairs of objects within a pre-class must satisfy the tolerance relation. Let $\langle O, F \rangle$ be a perceptual system. For $B \subseteq F$ and $\varepsilon \in \mathbb{R}$, a set $X \subseteq O$ is a pre-class iff $x \sim = B, \varepsilon y$ for any pair $x, y \in X$. A maximal pre-class with respect to inclusion is called a tolerance class. The set of all tolerance classes using only the objects in $O$ is given by $H_{\sim = B, \varepsilon}(O)$ (also called the cover of $O$), a single tolerance class is represented by $C \in H_{\sim = B, \varepsilon}(O)$, and the set of all tolerance classes containing an object $x$ is denoted by $C_x \subset H_{\sim = B, \varepsilon}(O)$.

Finally, tolerance near sets can be defined by way of the tolerance nearness relation (Peters 2009, 2010). Let $\langle O, F \rangle$ be a perceptual system and let $\varepsilon \in \mathbb{R}$. A set $X$ is near to a set $Y$ (i.e. $X$ and $Y$ satisfy the tolerance nearness relation) within the perceptual system $\langle O, F \rangle$ (X $\Delta$ Y) iff there exists $x \in X$ and $y \in Y$ and there is $B \subseteq F$ such that $x \sim = B, \varepsilon y$. Using the tolerance nearness relation, tolerance near sets can be defined as follows (Peters 2009, 2010). Let $\langle O, F \rangle$ be a perceptual system and let $\varepsilon \in \mathbb{R}, B \subseteq F$. Further, let $X, Y \subseteq O$, denote disjoint...
sets with coverings determined by the tolerance relation $\cong_{B,\epsilon}$, and let $H_{\cong_{B,\epsilon}}(X), H_{\cong_{B,\epsilon}}(Y)$ denote the set of tolerance classes for $X, Y$, respectively. Sets $X, Y$ are tolerance near sets iff there are tolerance classes $A \in H_{\cong_{B,\epsilon}}(X), B \in H_{\cong_{B,\epsilon}}(Y)$ such that $A \triangleleft B$.

**SIGNATURE-BASED MEASURES**

This section presents signature-based methods investigated in this article. Generally, signatures are mathematical descriptions of an image (Datta et al. 2008), where specific signature details are dependent on the application. We define a signature as a feature vector associated with a set of pixels from an image combined with the cardinality of the set. We obtained our signatures by first segmenting an image, *i.e.* partitioning an image into non-overlapping regions (described in the Implementation Section). Then, the dominant RGB colour and pixel count constituted the signature for each region.

**EARTH MOVER’S DISTANCE**

The EMD was introduced by Rubner in (Rubner et al. 2000) and is also known as Mallows distance when applied to probability frequencies (Datta et al. 2008). The EMD is based on the idea of minimizing the amount of work required to move multiple piles of dirt to a series of holes in the ground. In terms of measuring image similarity the piles of dirt and holes are represented by image signatures, where the location of the dirt piles (resp. holes) in feature space is determined by the feature vector and the size of the pile (hole) is determined by the region count. The EMD is calculated by solving the transportation problem, subject to constraints, where signatures from the respective images are cast as consumers and suppliers.

Specifically, for two images, let $R_1 = \{(r_1, w_{r_1}), \ldots, (r_m, w_{r_m})\}$ (resp. $R_2 = \{(r'_1, w'_{r_1}), \ldots, (r'_n, w'_{r'_n})\}$) be the first (second) signature, where $r_i$ ($r'_j$) is the cluster representative (called region descriptor in (Wang et al. 2001)) and $w_{r_i}$ ($w'_{r'_j}$) is the weight of each cluster (we used the cluster area percentage scheme (Wang et al. 2001)). Furthermore, let $d(r_i, r'_j)$ be the distance between region cluster representatives. Then, to calculate the EMD, it is necessary to find a flow $F =$
\{f_{i,j} : i = 1, \ldots, m; j = 1, \ldots, n\} \text{ that minimizes}

\[ \text{WORK}(R_1, R_2, F) = \sum_{i=1}^{m} \sum_{j=1}^{n} d(r_i, r'_j) f_{i,j}, \]

subject to constraints (reported in (Rubner et al. 2000)) on direction and amount of supplies sent by clusters, and on the amount of supplies received by clusters. Additionally, clusters are also required to move the maximum amount of supplies possible between clusters. Once the optimal flow $F$ has been calculated, the EMD is defined as

\[ \text{EMD}(R_1, R_2) = \frac{\sum_{i=1}^{m} \sum_{j=1}^{n} d(r_i, r'_j) f_{i,j}}{\sum_{i=1}^{m} \sum_{j=1}^{n} f_{i,j}}. \]

**INTEGRATED REGION MATCHING SIMILARITY MEASURE**

The IRM similarity measure is a soft matching approach to measuring the similarity of images (Li et al. 2000; Wang et al. 2001). Soft matching techniques allow multiple matches between segments to reduce the effect of segmentation that do not match our perception of the objects in the images (i.e. to reduce the effect of poor image segmentations) (Datta et al. 2008). Here, it is important to differentiate between segments or regions, and perceptual concepts within an image. Let us define segments and regions as the output of an image segmentation algorithm designed to isolate perceptual concepts (i.e. areas containing specific perceptual or semantic meaning) within the image. In other words, due to improper segmentation, it is possible to have multiple segments or regions per perceptual concept. Using these definitions it is easy see the advantage of associating more than one segment with a region.

The IRM similarity measure is calculated by a weighted sum of the distance between region feature vectors, where weights are determined by a significance matrix containing the significance of matching regions in the two respective images. The significance matrix is populated by an algorithm that attempts to assign the highest value of significance to regions that are the most similar, where similarity is defined with respect to distance between region feature vectors and region size.
Formally, the IRM similarity measure is calculated as follows (Wang et al. 2001). Let $S$ represent a significance matrix indicating the importance between matching region $r_i$ with region $r'_j$. Then, the IRM similarity measure is defined as

$$d(R_1, R_2) = \sum_{i=1}^{m} \sum_{j=1}^{n} s_{i,j} d(r_i, r'_j).$$

Notice, the key to calculating the IRM similarity measure is in populating the significance matrix. As was the case for the EMD, this task is performed subject to the constraints. Namely, all regions must play a role for measuring similarity and the most similar regions must be assigned the highest priority (see, e.g., (Wang et al. 2001)). The algorithm used to populate $S$ is given in (Wang et al. 2001).

**TOLERANCE NEAR SET NEARNESS MEASURE**

The tolerance nearness measure was created out of a need to determine the degree that near sets resemble each other, a need which arose during the application of near set theory to the practical applications of image correspondence (see, e.g. (Hassanien et al. 2009; Henry 2010b)). The tolerance nearness measure between two sets $X, Y$ is based on the idea that tolerance classes formed from objects in the union $Z = X \cup Y$ should be evenly divided among $X$ and $Y$ if these sets are similar, where similarity is always determined with respect to the selected probe functions. The tolerance nearness measure is defined as follows. Let $\langle O, \mathbb{F} \rangle$ be a perceptual system, with $\varepsilon \in \mathbb{R}$, and $B \subseteq \mathbb{F}$. Furthermore, let $X$ and $Y$ be two disjoint sets and let $Z = X \cup Y$. Then a tolerance nearness measure between two sets is given by

$$tNM_{\approx B_\varepsilon}(X, Y) =$$

$$1 - \left( \sum_{C \in H_{\approx B_\varepsilon}(Z)} |C| \right)^{-1} \cdot \sum_{C \in H_{\approx B_\varepsilon}(Z)} |C| \frac{\min(|C \cap X|, |C \cap Y|)}{\max(|C \cap X|, |C \cap Y|)}. \quad (2)$$

Traditionally, the $tNM$ has been used in measuring nearness in problem domains that generate
many objects for comparison. For example, in (Henry 2010b), images are divided into subimages, where each subimage is an object. Keeping the subimage size relative small (with respect to the size of the image) creates many objects for comparison. In terms of signatures, it is conceivable that there are many of these subimages per region, and in fact this is usually the case. However, in the comparison of image signatures, tolerance classes will likely be small since there will be either two specific signatures for two similar regions from the respective images, or small groups of signatures from each region. Thus, in order to provide a basis for comparison, we needed to adapt the tolerance near set approach to take into consideration the fact that we are matching regions, with few or even one signature, rather than a large set of objects. As a result, only the signature values were used to form tolerance classes, and the cardinality $|C|$ in Eq. 2 was replaced by the total region count of all signatures in $C$.

**IMPLEMENTATION**

All the signatures used to generate our results were created by an adaptive mean shift segmentation algorithm. The mean shift algorithm, introduced in (Comaniciu 2002), creates segments based on the assumption that the image can be represented by a mixture model of multivariate density functions. For each pixel, the mean shift algorithm iteratively searches for a mode (peak) in the local density. Then, a pixel is assigned to the region for which all pixels have the same mode (peak) (Wang et al. 2004a). The process of finding the modes for an image is based on kernel density estimation, which is a nonparametric technique for estimating the probability density function of a random variable based on observations. Specifically, both the number of observations within a volume in $d$-dimensional space and a kernel that weights the importance of the observations determines estimate of the distribution (Duda et al. 2001). The mean shift segmentation algorithm used in this article were created using our own modification of the EDISON system (Christoudias et al. 2002), a system for which both the source code and binaries are freely available on line.

The main disadvantage of the mean shift algorithm is the process of selecting the input bandwidth parameter, which defines the geometry of the $d$-dimensional volume used to select observations for calculation of the density estimation (Comaniciu et al. 2001). Selecting an optimal global
bandwidth parameter for databases of varying image content is unlikely, and manual selection of the bandwidth parameter for each image is unpractical. A solution to this problem is to select the bandwidth parameter based on the image being segmented. Consequently, we used the approach reported in (Georgescu et al. 2003) (also described in (Duda et al. 2001)), where for each pixel in the image the bandwidth parameter is the distance to its $k$th nearest neighbourhood. Briefly, given a series of points in $\mathbb{R}^d$, the $k$-nearest neighbour search problem consists of finding the $k$-nearest neighbours to a query point $q$ using a specific distance$^3$.

Kernel density estimators that vary the bandwidth parameter based on the $k$th-nearest neighbour are called balloon density estimators (Comaniciu et al. 2001). The idea is to use a small bandwidth in tightly clustered regions, and a large value in sparse regions. Intuitively, this can be achieved by setting the bandwidth parameter as the distance to the $k$th-nearest neighbour. Clearly, the success of this approach relies on a fast solution to the $k$-nearest neighbour search problem. To solve this problem we used the KNN CUBLAS GPU implementation reported in (Garcia et al. 2008). Note, there are some disadvantages of using the balloon density approach. However, our aim was to relieve the burden of finding a globally acceptable bandwidth, or having to select a bandwidth parameter for each image. The $k$th-nearest neighbour solved both these problems, while providing good segmentations.

RESULTS AND DISCUSSION

This section presents the results of comparing the signature-based methods presented above. Specifically, the results were generated with the SIMPLIcity image database (Wang et al. 2001; Li and Wang 2003), a database of images containing 10 categories with 100 images in each category. The categories are varied with different objects and scenes, and images in different categories can also resemble each other. These results are intended to demonstrate using each measure to assess similarity of images for use in cybernetic vision systems. Consequently, the results are presented using precision-recall plots (Yates-Baeza and Ribeiro-Neto 1999) that show the similarity of a single image to all other images in a database (the idea being images from the same category should

$^3$The Euclidean distance was used to produce the results in this article.
generate the smallest measure values).

The results are presented in Fig. 1 - 3, where each plot represents best results for each category. We defined the best result as the query image that generated the most precision values over 85%. Notice, for the most part, the results of the \( tNM \) are comparable to the EMD and the IRM similarity measure; with the \( tNM \) outperforming the others for categories 0, and 2; underperforming in categories 1, 4, and 5; and generating similar results for the rest.

Observe that while the \( tNM \) performs quite well for category 4, it still is outperformed by the other measures. This is due to the nature of the images and the signatures they generate. In particular, the images in category 4 are all drawings of dinosaurs on a light background, where the background was easily segmented from the dinosaur. This means the background pixels in these images are distributed among a small number of signatures. The result is small tolerance classes, causing great variation in the \( tNM \). For example, consider two scenarios for a pair of dinosaur images: first, each background is represented by a single signature, and, second, one
background is represented by a single signature and another with two signatures. These cases will generate proper fractions of 1, and 0.5 respectively (with respect to the calculation of the $tNM$ in Eq. 2). Since each proper fraction is weighted by the number of pixels in a region, these proper fractions will significantly affect the outcome of the $tNM$ due to the size of the background in each image. Moreover, if, from the previous example, the image with two signatures representing the background forms a tolerance class with just two or three other signatures (giving a proper fraction
of either 1 or 2/3) from an image in another category, it is very likely that this non-dinosaur will be ranked higher than the dinosaur image with one signature representing the background. The solution to this problem is to use subimages instead of signatures (as reported in (Henry 2010b)), in which case it is possible to achieve precision-recall values like those given in Fig. 4.

The $tNM$ was also outperformed in categories 1 and 5. Nevertheless, the retrieved images for these categories are still perceptually near each other with respect to the selected probe functions, *i.e.* the retrieved images are similar with respect to colour content. This can be seen by Fig. 5 & 6, where Fig. 5 contains the best image retrieval results for category 1. The three rows in this figure contain the images with the smallest distance (from left to right) with respect to the best query image for each measure, where the first image in each row is the query image (and, hence, had the smallest distance). In turn, Fig. 6 contains colour cloud plots detailing pixel image colour in the RGB colour space and were generated by plotting each of the colours in an image, where the precise location of a point is determined by a normal distribution with a standard deviation proportional to the number of pixels belonging to a specific colour. Consequently, colours that occur more often in the image will occupy a larger volume in the plot than colours that do not. Comparing Fig. 6 & 7, it is easy to see that, while the images in Fig. 5a-5e do not all belong to the same category, they are similar to each other with respect to pixel colour.

Finally, a few comments on the differences in the methods presented here. The contrast in these approaches is due to the problem that the processes involved with image comparison are not well defined or understood. Specifically, the difference in the two approaches can be described as
FIGURE 5 Top query results from category 1 for each measure: Rows from top to bottom respectively denote, tNM, IRM, EMD, the first image in each row is the best query image, and the remaining images are the most similar to the query based on measure values.

FIGURE 6 Colour cloud plots of Fig. 5a-5e showing image pixel colour in RGB colour space.

follows. The EMD and IRM similarity measures are based on determining the semantic similarity of points. In terms of image correspondence, the sets of points are based on image features contained in the signatures. The impetus of these methods is to measure the meaning (hence the term semantic) associated with the sets of points. To achieve this, the EMD and the IRM similarity
measure take two different approaches. The EMD relies on distance functions (called ground distance Rubner et al. (2000)) to capture semantic similarity. On the other hand, the IRM similarity measure relies on the segmentation algorithm to isolate perceptual content of an image and uses soft matching of segments to correct for poor segmentations of the image perceptual content.

While the near set approach to quantifying the perceptual nearness of objects is not traditionally defined as signature-based, this framework can be applied to applications where the desired outcome is close to the human perception of nearness (as was the case in this article). The only requirement is that the problem must be able to be formulated in terms of sets of objects together with feature value vectors describing the objects. In order to understand the differences in the two approaches, it is important to distinguish between sets of points and perceptual objects. In the near set approach, perceptual objects are anything in the physical world with characteristics observable to the senses such that they can be measured and are knowable to the mind. Near set theory is used to assess similarity by extracting perceptually relevant information from objects grouped in classes based on object descriptions.

CONCLUSION

This article presented a comparison between approaches evaluating semantic similarity of sets of points, and perceptual nearness of objects. Particularly, the contribution of this article is a comparison of the image similarity measures EMD, IRM, and tNM for use in cybernetic vision systems, as well as a signature-based approach to calculating the tolerance nearness measure. Results indicate there was no single approach that clearly outperformed all the others. The work presented here is a first step toward claiming the tNM is an approach as powerful as the well known EMD
and IRM similarity measure. Future work will consist of further comparisons of these methods with the addition of texture and edge based features, rather than only the colours features that were used in this article, and investigations into the affect of using an adaptive mean shift algorithm based on sample point estimators rather than balloon estimators.
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