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Abstract. This paper presents a signature-based approach to quantifying perceptual near-

ness of images. A signature is defined as a set of descriptors, where each descriptor consists

of a real-valued feature vector associated with a digital image region (set of pixels) combined

with a region-based weight. Tolerance near sets provide a formal framework for our appli-

cation of near sets to image retrieval. The tolerance nearness measure tNM was created to

demonstrate application of near set theory to the problem of image correspondence. A new

form of tNM has been introduced in this work, which takes into account the region size.

Our method is compared to two other well-known image similarity measures: Earth Movers

Distance (EMD) and Integrated Region Matching (IRM).
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1. Introduction

Knowledge can be viewed as the theoretical or practical understanding of a subject [1], which can

be applied in decision making processes, as in, for example, determining the perceptual nearness

of sets of images. Near set theory provides the framework for evaluation of the perceptual

similarity of sets of objects [2]. The view of perceptual nearness presented here is rather common

sense, where objects, or sets of objects, that appear similar are considered perceptually near each

other. Here we stress the usage of the term appear that relates to impressions [1]. For instance,
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our senses (viewed as probe functions [3]) provide details about objects in our environment

which we use to describe objects and discern patterns of interest. Decisions on nearness are

then made within the context of a perceptual system, i.e. a system consisting of objects and

our impressions of these objects. This form of perception follows from work by Zeeman [4, 5]

(with respect to visual perception) and Riesz (with respect to proximity) [6, 7], which has

spawned many recent publications [8, 9, 10, 11, 12].

Depending on experience and training, as well as, the application, knowledge can be

used to make specific decisions based on relevant features, which are gleaned from our senses.

For example, a doctor looking at MR images will base a decision within a different perceptual

system than a photographer assessing the similarity of natural images. In these cases, the expert

is trained to perceive specific characteristics in order to assess similarity and make an informed

decisions. Thus, knowledge, or the application of knowledge, is employed within perceptual

systems.

The approach presented here models the application of knowledge based on sets of objects

with similar descriptions (features) within the framework of tolerance near set theory [13, 14, 15].

Objects are grouped by way of finding tolerance classes, i.e. classes where the difference in

descriptions of each pair of objects from the set is less than some ε. By extracting and collecting

the data in this manner, assessing the similarity of objects and sets of objects in terms of high-

level concepts is possible. Notice, this approach starts with the selection of features (within

a perceptual system), which defines the context for understanding a subject. Thus, tolerance

near sets provide a formal framework for the application of knowledge in assessing perceptual

nearness.

This paper presents a signature-based approach to quantifying perceptual nearness of

images and is an extension of work reported in [16]. A signature is defined as a set of descrip-

tors, where each descriptor consists of a real-valued feature vector associated with a digital

image region (set of pixels) combined with a region-based weight. Tolerance near sets provide

a formal framework for our application of near sets to image retrieval [17]. The tolerance near-

ness measure tNM was created to demonstrate application of near set theory to the problem of

image correspondence (see, e.g. [11, 18, 16]). Our method is compared to two other well-known

image similarity measures: Earth Movers Distance (EMD) [19] and Integrated Region Match-

ing (IRM) [20, 21]. The contribution of this article is a new form of the tNM which takes into

account the region size, for use in signature-based applications.



Signature-based Perceptual Nearness 3

The paper is organized as follows. First, an introduction to near set theory is given

in Section 2. Next, Sections 3 - 6 introduce the signature-based methods used to generate

results. Implementation details are reported in Section 7, and results and discussion are given

in Section 8.

2. Background: Near Set Theory

A logical starting point for a discussion on near set theory begins with establishing a basis

for describing elements of sets. All sets in near set theory consist of perceptual objects. A

perceptual object is something that has its origin in the physical world. A perceptual object is

anything in the physical world with characteristics observable to the senses such that they can

be measured and are knowable to the mind. In keeping with the approach to pattern recognition

suggested by M. Pavel [3], the features of a perceptual object are quantified by probe functions,

where a feature characterizes some aspect of the makeup of a perceptual object [22]. A probe

function is a real-valued function representing a feature of a perceptual object [23, 24]. Next, a

perceptual system is a set of perceptual objects, together with a set of probe functions. Formally,

a perceptual system 〈O,F〉 consists of a non-empty set O of sample perceptual objects and a

non-empty set F of real-valued functions φ ∈ F such that φ : O → R [2].

Combining the concepts of a perceptual object and a probe function, the description

of a perceptual object within a perceptual system can be defined as follows. Let 〈O,F〉 be

a perceptual system, and let B ⊆ F be a set of probe functions. Then, the description of a

perceptual object x ∈ O is a feature vector given by

ΦB(x) = (φ1(x), φ2(x), . . . , φi(x), . . . , φl(x)),

where l is the length of the vector ΦB, and each φi(x) in ΦB(x) is a probe function value that

is part of the description of the object x ∈ O. Note, the idea of a feature space is implicitly

introduced along with the definition of object description. An object description is the same

as a feature vector as described in traditional pattern classification [25]. The description of an

object can be considered a point in an l-dimensional Euclidean space Rl called a feature space.

Here, it is important to note that near set theory is concerned with the nearness of objects

based on their descriptions. Thus, the relationship between objects is discovered in a feature

space that is determined by the probe functions in B.
In this work, the relation between objects is defined within the context of a tolerance

space [15], which is required for real world problems and applications [26, 27].
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Definition 1. Tolerance Space [4, 26]. Let O be a set of sample perceptual objects, and let ξ be

a binary relation (called a tolerance relation) on X ⊆ O (ξ ⊂ X × X) that is reflexive (for

all x ∈ X, xξx) and symmetric (for all x, y ∈ X, if xξy, then yξx) but transitivity of ξ is not

required. Then a tolerance space is defined as 〈X, ξ〉.

Next, a specific tolerance relation is given in Definition 2.

Definition 2. Perceptual Tolerance Relation [13, 14] (see [28, 29] for applications). Let 〈O,F〉
be a perceptual system and let ε ∈ R. For every B ⊆ F, the perceptual tolerance relation ∼=B,ε

is defined as follows:

∼=B,ε= {(x, y) ∈ O ×O : ‖ Φ(x)− Φ(y) ‖
2
≤ ε},

where ‖ · ‖
2
is the L2 norm. For notational convenience, this relation is written ∼=B instead of

∼=B,ε with the understanding that ε is inherent to the definition of the tolerance relation.

The following examples highlights the effect of the perceptual tolerance relation. First,

consider the example given in Fig. 1, where the oval in Fig. 1a represents a set of objects,

and objects are grouped together into classes (represented by the different colours) such that

each pair of objects in the class satisfies the tolerance relation. Moreover, in this figure, the

position of a class is also relevant. Here, the distance between the object descriptions in feature

space increases with the distance between classes in the image. Starting on the left side, Fig. 1a

represents the case when ε = 0. Thus each class contains objects with matching descriptions

(called an equivalence class). In accordance, Fig. 1b & 1c represents the classes that result

from a low and high value of epsilon, which respectively correspond to the object descriptions

of two adjacent equivalence classes satisfying Definition 2, and the object descriptions of four

adjacent classes satisfying Definition 2. Observe that low values of epsilon tend to produce a

large number of small classes, and high value of epsilon tend to produce a small number of large

classes.

The next example demonstrates the effect of the perceptual tolerance relation on real

data. Consider Table 1 that contains 20 objects with l = 1 (i.e. the object description is a
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(a) (b) (c)

Figure 1. Example highlighting the effect of the perceptual tolerance relation.

Table 1. Tolerance Class Example

xi φ(x) xi φ(x) xi φ(x) xi φ(x)

x1 .4518 x6 .6943 x11 .4002 x16 .6079

x2 .9166 x7 .9246 x12 .1910 x17 .1869

x3 .1398 x8 .3537 x13 .7476 x18 .8489

x4 .7972 x9 .4722 x14 .4990 x19 .9170

x5 .6281 x10 .4523 x15 .6289 x20 .7143

vector of length 1). Letting ε = 0.1 gives the following classes:

{{x1, x8, x10, x11}, {x1, x9, x10, x11, x14},
{x2, x7, x18, x19},
{x3, x12, x17},
{x4, x13, x20}, {x4, x18},
{x5, x6, x15, x16}, {x5, x6, x15, x20},
{x6, x13, x20}}

Observe that each pair of objects in each of the above classes satisfies the condition ‖ φ(x) −
φ(y) ‖2≤ ε, and that almost all of the objects appear in more than one class. Moreover, there

would be twenty classes, if the perceptual indiscernibility relation were used since there are no

two objects with matching descriptions.

In each of the previous examples, the objects are grouped together based on the following

definitions.
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Definition 3. Pre-Class [30]. Let 〈O,F〉 be a perceptual system. For B ⊆ F and ε ∈ R, a set

X ⊆ O is a pre-class iff x ∼=B,ε y for any pair x, y ∈ X.

Definition 4. Tolerance Class [30]. A maximal pre-class with respect to inclusion is called a

tolerance class.

Observe that each pair of objects must satisfy the tolerance relation in a pre-class, i.e., the

distance (using the L2 norm) between each pair of objects in a pre-class is less than or equal

to ε. Also, objects can belong to more than one pre-class, and the only difference between

Definitions 3 & 4 is that for any given tolerance class, C, no other objects in O can be added

to it.

Since objects can belong to more than one tolerance class the following notation is re-

quired to differentiate between classes and facilitate discussions in subsequent sections. The set

of all tolerance classes using only the objects in O is given by H∼=B,ε
(O) (also called the cover of

O), a single tolerance class is represented by C ∈ H∼=B,ε
(O), and the set of all tolerance classes

containing an object x is denoted by Cx ⊂ H∼=B,ε
(O).

Finally, this section is concluded by defining near sets. Recall, the idea behind near set

theory is that sets of objects that have similar descriptions are considered near each other.

Furthermore, a method for determining similarity was provided by way of the perceptual toler-

ance relation. Consequently, the following two definitions enunciate the fundamental notion of

nearness between two sets and provide the foundation of the results presented in this article.

Definition 5. Tolerance Nearness Relation [13, 14]. Let 〈O,F〉 be a perceptual system and let

X,Y ⊆ O, ε ∈ R. A set X is near to a set Y within the perceptual system 〈O,F〉 (X��
F
Y ) iff

there exists x ∈ X and y ∈ Y and there is B ⊆ F such that x ∼=B,ε y. Sets X and Y are tolerance

near sets iff X is near to Y .

3. Signature-based Measures

This section presents the signature-based methods investigated in this article. Generally, sig-

natures are mathematical descriptions of an image [31], where specific signature details are

dependent on the application. A signature is defined as a set of pairs, where each pair con-

sists of a feature vector associated with a set of pixels (region) from an image combined with

the cardinality of the set. We obtained our signatures by first segmenting an image, i.e. par-

titioning an image into non-overlapping regions (described in Section 7). Then, image colour,
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edge, and texture features were used to generate the final signature (again, see Section 7).

The following gives the formal definition of a signature (inspired by the definition in [19]).

First, define an RGB image as F = {p1,p2, . . . ,pT }, where pi = (c, r, R,G, B)T, c ∈ [1,M ],

r ∈ [1, N ], R,G,B ∈ [0, 255], and M,N respectively denote the width and height of the image

and M × N = T . Further, define a region (also known as an image segment) of F as fi ⊆ F

such that fi ∩ fj = ∅ for i = j and f1 ∪ f2 · · · ∪ fs = F , where s is the number of regions in

the partition of F . Next, a specific region descriptor can be defined as sFj = (rFj , w
F
rj ), where

F denotes the image from which the descriptor belongs (necessary for the methods introduced

below), rFj is a real-valued feature vector, wF
rj = |fj |/|F |, and 0 ≤ j < s. Note, rFj is called a

cluster representative in [19], the region descriptor in [21], and, in the context of the signature-

based tolerance nearness measure presented below, ΦB(sFj ) = rFj , where each specific value of

rFj is obtained by some φi(s
F
j ). Finally, the set of all descriptors extracted from an image F is

called the image signature and is defined as SF = {sFj }.

4. Earth Mover’s Distance

The EMD was introduced by Rubner in [19] and is also known as Mallows distance when applied

to probability frequencies [31]. The EMD is based on the idea of minimizing the amount of work

required to move multiple piles of dirt to a series of holes in the ground. In terms of measuring

image similarity the piles of dirt and holes are represented by image signatures, where the

location of the dirt piles (resp. holes) in feature space is determined by the feature vector and

the size of the pile (hole) is determined by the region count. The EMD is calculated by solving

the transportation problem [32], subject to constraints, where signatures from the respective

images are cast as consumers and suppliers.

Specifically, for two images P and Q (with SP and SQ), let d(rPi , r
Q
j ) be the distance

between region cluster representatives. Then, to calculate the EMD, it is necessary to find a

flow matrix F = [fi,j : i = 1, . . . , sP ; j = 1, . . . , sQ] that minimizes

WORK(SP , SQ, F ) =

sP∑
i=1

sQ∑
j=1

d(rPi , r
Q
j )fi,j ,

subject to the constraints (reported in [19]) in Eq. 4.1 - 4.4, where each constraint is described

as follows. Eq. 4.1 ensures that the “supples” only move from P to Q, Eq. 4.2 restricts a cluster

in P to only transmitting the amount of supplies specified by its weight, Eq. 4.3 limits clusters
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in Q to receiving supplies amounting to its weight, and Eq. 4.4 requires the maximum of amount

of supplies to be transported.

fi,j ≥ 0 1 ≤ i ≤ sP , 1 ≤ j ≤ sQ (4.1)

sP∑
i=1

fi,j ≤ wQ
rj 1 ≤ j ≤ sQ (4.2)

sQ∑
j=1

fi,j ≤ wP
ri 1 ≤ i ≤ sP (4.3)

sP∑
i=1

sQ∑
j=1

fi,j = min

(
sP∑
i=1

wP
ri ,

sQ∑
j=1

wQ
rj

)
(4.4)

To calculate the flow, we used the code available at [33] (reported in [34, 19]) that uses the

transportation-simplex method [35]. Once the optimal flow F has been calculated, the EMD is

defined as

EMD(SP , SQ) =

∑sP
i=1

∑sQ
j=1 d(r

P
i , r

Q
j )fi,j∑sP

i=1

∑sQ
j=1 fi,j

.

5. Integrated Region Matching Similarity Measure

The IRM similarity measure is a soft matching approach to measuring the similarity of im-

ages [20, 21]. Soft matching techniques allow multiple matches between segments to reduce

the effect of segmentations that do not match our perception of the objects in the images (i.e

to reduce the effect of poor image segmentations) [31]. Here, it is important to differentiate

between segments or regions, and perceptual concepts within an image. Let us define regions

as the output of an image segmentation algorithm designed to isolate perceptual concepts (i.e.

areas containing specific perceptual or semantic meaning) within the image. In other words,

due to improper segmentation, it is possible to have multiple segments or regions per percep-

tual concept. Using these definitions, it is easy see the advantage of associating more than one

segment with a region, as is the case in matching the multiple brown horse segments in Fig. 2c

with the single brown segment in Fig. 2d.

The IRM similarity measure is calculated by a weighted sum of the distance between

region feature vectors, where weights are determined by a significance matrix containing the

significance of matching regions in the two respective images. The significance matrix is popu-

lated by an algorithm that attempts to assign the highest value of significance to regions that

are the most similar, where similarity is defined with respect to distance between region feature

vectors and region size.

Formally, the IRM similarity measure is calculated as follows [21]. Let S = [si,j : i =

1, . . . , sP ; j = 1, . . . , sQ] represent a significance matrix indicating the importance between
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(a) (b) (c) (d)

Figure 2. Multiple segments per region example.

matching region descriptor rPi with region descriptor rQj . Then, the IRM similarity measure is

defined as

IRM(SP , SQ) =

sP∑
i=1

sQ∑
j=1

si,jd(r
P
i , r

Q
j ).

Notice, the key to calculating the IRM similarity measure is in populating the significance

matrix. As was the case for the EMD, this task is performed subject to the constraints. Namely,

all regions must play a role for measuring similarity and the most similar regions must be

assigned the highest priority (see,e.g., [21]). The algorithm used to populate S is given in [21].

6. Tolerance Near Set Nearness Measure

The tolerance nearness measure was created out of a need to determine the degree that near

sets resemble each other, a need which arose during the application of near set theory to

the practical applications of image correspondence (see, e.g. [28, 11]). The tolerance nearness

measure between two setsX,Y is based on the idea that tolerance classes formed from objects in

the union Z = X ∪ Y should be evenly divided among X and Y if these sets are similar, where

similarity is always determined with respect to the selected probe functions∗. The tolerance

nearness measure between two sets X and Y , is defined as follows.

Definition 6. Tolerance Nearness Measure. Let 〈O,F〉 be a perceptual system, with ε ∈ R, and

B ⊆ F. Furthermore, let X,Y ⊆ O be two disjoint sets and let Z = X ∪ Y . Then, a tolerance

∗Perceptual information is always presented with respect to the probe functions contained in B just as our senses

define our perception of the world. For example our ability to view light in the visible spectrum rather than infra

red or microwaves spectra defines our perception of the world just as the selection of probe functions constrains

the amount of perceptual information available for extraction from a set of objects.
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nearness measure between X and Y is given by

tNM∼=B,ε
(X,Y ) =

1 −
( ∑

C∈H∼=B,ε
(Z)

W

)−1

·
∑

C∈H∼=B,ε
(Z)

W
min(|C ∩X |, |[C ∩ Y |)
max(|C ∩X |, |C ∩ Y |) . (6.1)

Traditionally, the tNM has been used in measuring nearness in problem domains that

generate many objects for comparison. For example, in [11], images are divided into subimages,

where each subimage is an object. Keeping the subimage size relative small (with respect to

the size of the image) creates many objects for comparison. Thus, in Eq 6.1, the weight W is

usually defined as cardinality of the tolerance class C (i.e W = |C|). In terms of signatures, it

is conceivable that there are many of these subimages per region, and in fact this is usually the

case. However, in the comparison of image signatures, tolerance classes will likely be small since

there will be either two specific region descriptors for two similar regions from the respective

images, or small groups of region descriptors from each region (as depicted in Fig. 2).

In order to provide a basis for comparison, the tolerance near set approach was adapted

to take into consideration the fact that we are matching regions, with few or even one signature,

rather than a large set of objects. In particular, to calculate the tolerance nearness measure

between two images P and Q, the objects in the perceptual system are signatures derived from

P and Q, the object descriptions are given by ΦB(sFj ) = rFj , and X = SP and Y = SQ. As a

result, each C ∈ H∼=B,ε(O) is a set of signatures, and the weight in Eq. 6.1 is now defined as

W =
∑
i

wP
ri +

∑
j

wQ
rj , (6.2)

for all sPj , s
Q
j ⊆ C.

The following example demonstrates calculating the tNM on signatures extracted from

the two grayscale images given in Fig. 3. Let B ⊆ F contain a single probe function that returns

the grayscale value of a region (i.e. a value in the interval [0, 255]). Next, recall that a region

descriptor is defined as sFj = (rFj , w
F
rj ), where F denotes the image from which the descriptor

belongs, rFj is a real-valued feature vector (in this case a vector of length 1), and wF
rj represents

the number of pixels contained in the region. Then, signatures from images P and Q are given
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as

SP = {(rP1 , wP
r1), (r

P
2 , w

P
r2), (r

P
3 , w

P
r3), (r

P
4 , w

P
r4)},

= {(190, 100), (210, 50), (230, 50), (90, 200)},
SQ = {(rQ1 , wQ

r1), (r
Q
2 , w

Q
r2), (r

Q
3 , w

Q
r3), (r

Q
4 , w

Q
r4), (r

Q
5 , w

Q
r5), (r

Q
6 , w

Q
r6), (r

Q
7 , w

Q
r7)}

= {(170, 50), (190, 50), (210, 50), (230, 50), (0, 100), (100, 50), (70, 50)}.

Moreover, let ε = 0.234, i.e., only grayscale values that are within 60 of each other satisfy the

tolerance relation. Then, Z = SP ∪ SQ, and

H∼=B,ε
(Z) = {{(rP1 , wP

r1), (r
P
2 , w

P
r2)}, (rP3 , wP

r3), (r
Q
1 , w

Q
r1), (r

Q
2 , w

Q
r2), (r

Q
3 , w

Q
r3), (r

Q
4 , w

Q
r4)},

{(rP4 , wP
r4), (r

Q
6 , w

Q
r6), (r

Q
7 , w

Q
r7)},

{(rQ5 , wQ
r5)}}.

Finally, the nearness measure is calculated as

tNM∼=B,ε
(X,Y ) =

1

800

(
400 · 3

4
+ 300 · 1

2
+ 100 · 0

1

)
=

9

16
.

P Q

rr r

r

r r r r

r

1 12 23 3 4

4 5 r6

r7

Figure 3. Sample images used for demonstrating calculation of tNM .

As was mentioned, the main difference between the tNM defined here and the one

reported in [11], is the definition of W in Eq. 6.2. In [11], the cardinality of C is used to

weight the importance of the fraction in Eq. 6.1 (i.e. W = |C|) due to the intuitive idea that

there should be many subimages per region. In contrast, Eq. 6.2 weights the importance of the

fraction by the number of pixels (the size of the regions) in C. Here, the idea is that similar

images should have signatures with similar region counts. In addition, region size is also used as

an additional feature in finding tolerance classes in order to better compete with the EMD and
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IRM similarity measure. In both of the latter approaches, region size plays a significant role in

determining similarity. Consequently, the results presented here were actually generated using

φB(sFj ) = (rFj , w
F
rj ), i.e., the size of a region was also used as part of the object description in

finding tolerance classes. Note, we did not consider adding this information when generating

results with the EMD and IRM similarity measure due to the important role this information

places in both the algorithms.

Finally, this section ends by presenting some properties of tNM . The nearness measure

produces values in the interval [0, 1], where, for a pair of sets X,Y , a value of 1 represents

no resemblance in terms of the probe functions in B, and a value of 0 indicates the sets X,Y

completely resemble each other, a fact that can be seen by calculating the nearness measure on

a single set, i.e. tNM∼=B,ε
(X,X) = 0. In addition, the nearness measure provides a methodical

approach for determining whether two sets are tolerance near sets as seen in the following

proposition and its corollary.

Proposition 1. A nearness measure of tNM∼=B,ε
(X,Y ) = 1 indicates that the sets X,Y are not

tolerance near sets.

Proof. A tNM∼=B,ε
(X,Y ) = 1 is produced by either the empty set (i.e. Z = X ∪ Y = ∅) or

each tolerance class in H∼=B,ε
(Z) is either completely a subset of X or completely a subset of

Y . In other words, there is no tolerance class that consists of objects from both X and Y .

Consequently, there is no x ∈ X and y ∈ Y such that x ∼=B,ε y, and so, by Definition 5, the sets

X and Y are not tolerance near sets. �

Corollary 1. A nearness measure of tNM∼=B,ε
(X,Y ) < 1 indicates that the sets X,Y are toler-

ance near sets.

Proof. A tNM∼=B,ε
(X,Y ) < 1 is produced, if there is at least one tolerance class C ∈ H∼=B,ε

(Z)

such that X ∩ C = ∅ and Y ∩ C = ∅. Consequently, there must be x ∈ X and y ∈ Y that

satisfies x ∼=B,ε y, and so, by Definition 5, the sets X and Y are tolerance near sets. �

7. Implementation

All the signatures used to generate our results were extracted from image segments created by

an adaptive mean shift segmentation algorithm. The mean shift algorithm, introduced in [36],

creates segments based on the assumption that the image can be represented by a mixture

model of multivariate density functions. For each pixel, the mean shift algorithm iteratively
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searches for a mode (peak) in the local density. Then, a pixel is assigned to the region for

which all pixels have the same mode (peak) [37]. The process of finding the modes for an image

is based on kernel density estimation, which is a nonparametric technique for estimating the

probability density function of a random variable based on observations. Specifically, both the

number of observations within a volume in d-dimensional space and a kernel that weights the

importance of the observations determines estimate of the distribution [25]. The mean shift

segmentations used in this article were created using our own modification of the EDISON

system [38], a system for which both the source code and binaries are freely available on line.

The main disadvantage of the mean shift algorithm is the process of selecting the input

bandwidth parameter, which defines the geometry of the d-dimensional volume used to select

observations for calculation of the density estimation [39]. Selecting an optimal global band-

width parameter for databases of varying image content is unlikely, and manual selection of

the bandwidth parameter for each image is unpractical. A solution to this problem is to select

the bandwidth parameter based on the image being segmented. Consequently, the approach re-

ported in [40] (also described in [25]) was used, where, for each pixel in the image, the bandwidth

parameter is the distance to its kth nearest neighbourhood. Briefly, given a series of points in

R
d, the k-nearest neighbour search problem consists of finding the k-nearest neighbours to a

query point q using a specific distance†.

Kernel density estimators that vary the bandwidth parameter based on the kth-nearest

neighbour are called balloon density estimators [39]. The idea is to use a small bandwidth in

tightly clustered regions, and a large value in sparse regions. Intuitively, this can be achieved

by setting the bandwidth parameter as the distance to the kth-nearest neighbour. Clearly, the

success of this approach relies on a fast solution to the k-nearest neighbour search problem. To

solve this problem the KNN CUBLAS GPU implementation reported in [41] was used. Note,

there are some disadvantages of using the balloon density approach. However, our aim was

to either relieve the burden of finding a globally acceptable bandwidth or having to select a

bandwidth parameter for each image. The kth-nearest neighbour solved both these problems,

while providing good segmentations (see, e.g., Fig. 4).

7.1. Signature Feature Values

The signatures used to generate the results in this paper were based on colour, texture, and

edge based features, which is common in content-based image retrieval applications [42, 43, 44,

†The Euclidean distance was used to produce the results in this article.
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(a) (b) (c) (d)

Figure 4. Adaptive mean shift samples.

45]. Starting with edges, this information is represented both implicitly and explicitly in each

signature. First, edge information is used indirectly by considering that each image is partitioned

into segments whose boundaries, in general, fall along the edges within the image (see, e.g.

Fig. 4). Next, the edge information is used directly in calculating the texture-based feature.

Specifically, the range value (maximum - minimum) for each 3×3 pixel neighbourhood was used

as the texture feature to generate the results. Unfortunately, this approach also highlights the

edges in images. As a result, the output of a Canny edge detection algorithm was dilated (using

morphological image processing techniques) and subtracted from the texture feature output to

remove redundant data inherently contained in the image segments. In terms of colour, the

three component colours from the CIELAB colour model were used as the colour features‡.

Examples of each feature can be see in Fig. 5, where Fig. 5a is the original image, Fig 5b is

the range value of each 3 × 3 pixel neighbourhood, Fig. 5c is the result of the Canny edge

detection algorithm, Fig. 5d is the morphological dilation of Fig. 5c using a diamond shaped

structuring element, Fig. 5e is the difference between Fig. 5b and Fig. 5d, and Fig. 5f - 5h are

the CIELAB colour components. Finally, the actual region descriptor consisted of the texture

feature depicted in Fig. 5e, and the three LAB colour values. Note, each value is an average

over the entire segment.

8. Results and Discussion

The choice of application for comparison of the signature-based methods presented here is in

the area of content-based image retrieval (see, e.g., [42]), where the goal is to retrieve images

from databases based on content of an image rather than on some semantic string or keywords

associated with the image. Specifically, the CBIR results were generated with a 1000 image

subset of the COREL dataset [46]. These 1000 images were divided into 10 categories and the

‡LAB values are obtained from RGB using a white point fixed at (0.9642, 1, 0.8249), which is the D65 standard.
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(a) (b) (c) (d)

(e) (f) (g) (h)

Figure 5. Example showing extraction of signature feature values. (a) Origi-

nal image, (b) the range value of each 3× 3 pixel neighbourhood, (c) result of

the Canny edge detection algorithm, (d) morphological dilation of (c), (e) dif-

ference image between (b) and (d), and (f)-(h) are the CIELAB colour com-

ponents.

image dimensions were either 384× 256 or vice versa. Moreover, the categories are varied with

different objects and scenes, and images in different categories can also resemble each other

(see, e.g. Fig. 6).

The results are presented in Fig. 7 & 8. In Fig. 7, each plot represents best query for

each category, where the best result is defined as the query image that generated precision

vs. recall plots with the most area under the curve. Similarly, the results presented in Fig. 8

represent the average precision vs. recall values over the 100 images in each category. Starting

with IRM, notice this measure tends to perform the worst, which may be attributed to the

fact that this method was designed to measure the similarity of images with at most 16 regions

(and, hence, 16 signatures). In our case, the number of regions used to generate our results were

in the interval [25, 1024]. Next, Fig. 8 indicates the tNM performs better in categories 1, 3, 5,

and 8, and performs similarly to the EMD in categories 0, 2, and 9. However, of these latter

categories, the best query for tNM initially returns more correctly retrieved images than the

EMD in categories 0, and 2, which is indicated by a large number of precision values at 100%.

Similarly, in the case of category 6 the tNM correctly retrieves more images from the same

category before a false positive occurs. Lastly, the EMD tends to do better in the categories that
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(a) (b) (c) (d)

(e) (f) (g)

(h) (i) (j)

Figure 6. Examples of each category of images. (a) - (j) Categories 0 - 9.

contain mostly texture images (i.e. categories 4 and 6), which suggests that the EMD approach

is better able resolve similarities using the selected texture feature than the tNM approach.

Next, a few comments on the quality of the precision vs. recall values. The ideal case

occurs when all the images from the same category as the query image are retrieved before any

other images. In this case, precision will be 100% until recall reaches 100%. As can be seen in

Fig. 7, the results are quite removed from the ideal case. This is due to the fact that the selected

test set reflects a real world database where images in all categories are quite similar. This is

not to say that the measures are returning disimiar images, only that the similarity of images

(using the selected probe fucntions) does agree with the defined categories. However, this test

set was adequate in establishing a benchmark that indicates that the proposed method is, in

some instances, better than the established IRM similairty measure and the EMD.
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Figure 7. Precision-recall for best results from each category.
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Figure 8. Average precision-recall for each category.



Signature-based Perceptual Nearness 19

Finally, a few comments on the differences in the methods presented here. The contrast

in these approaches is due to the problem that the processes involved with image comparison

are not well defined or understood. Specifically, the difference in the two approaches can be

described as follows. The EMD and IRM similarity measures are based on determining the

semantic similarity of points. In terms of image correspondence, the sets of points are based

on image features contained in the signatures. The impetus of these methods is to measure

the meaning (hence the term semantic) associated with the sets of points. To achieve this,

the EMD and the IRM similarity measure take two different approaches. The EMD relies on

distance functions (called ground distance [19]) to capture semantic similarity. On the other

hand, the IRM similarity measure relies on the segmentation algorithm to isolate perceptual

content of an image and uses soft matching of segments to correct for poor segmentations of

the image perceptual content.

While the near set approach to quantifying the perceptual nearness of objects is not

traditionally defined as signature-based, this framework can be applied to applications where

the desired outcome is close to the human perception of nearness (as was the case in this article).

The only requirement is that the problem must be able to be formulated in terms of sets of

objects together with feature value vectors describing the objects. In order to understand the

differences in the two approaches, it is important to distinguish between sets of points and

perceptual objects. In the near set approach, perceptual objects are anything in the physical

world with characteristics observable to the senses such that they can be measured and are

knowable to the mind. Near set theory is used to assess similarity by extracting perceptually

relevant information from objects grouped in classes based on object descriptions.

9. Conclusion

This article presented a comparison of the tNM with the popular EMD and IRM signature-

based measures. The contribution of this paper is a new form of tNM for use in signature-

based applications, where results were generated on a subset of the Corel image dataset other

than those used in [21]. Results indicate that the tNM outperforms the IRM measure and is

comparable to the EMD. Furthermore, the results presented here and those in [16] suggest that

the tNM is a good alternative to the EMD in signature-based applications. Future work will

consist of investigating whether different texture features will improve the ability of the tNM

to assess similarity on images that contain predominately texture-based imagery, as well as,

investigation into the claim that the tNM is as powerful an approach as the EMD.
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